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Abstract: Tanaka et al formulated the fuzzy-Bayes decision making rule by integral transformation based on
the expected utility maximization theory as an extension to Wald's subjective modification fuzzy event. Hori et al
formulated the fuzzy - Bayes decision making rule which extended Wald's decision function to fuzzy OR
combination and fuzzy AND combination with many subjective distribution. This decision-making law is based
on the state of nature Is a decision-making rule after mapping and conversion to fuzzy events, and it is an OR
type 2 fuzzy by mapping fuzzy functions such as subjective distribution and utility functions to fuzzy events.
Furthermore, Hori introduced the Markovian time concept to the state of nature, and derived the Markov
process and Markov decision process in fuzzy events. This is a natural extension to the stochastic process theory
of Wald's decision function, and the fuzzy event of appearance of the natural state becomes a Markov process
having a fuzzy transition matrix, and as a result of the Monte Carlo simulation, the annihilation, reversal,
resurrection Repeat the cycle. Finally, Hori et al proposed an illusion state identification method as an example
of adaptation of these fuzzy / Bayes decision making rules. In addition, Hori et al. Firstly used the max product
method by mapping / transformation of membership functions of fuzzy events in a fuzzy event in which the
subjective distribution and utility function in the no data problem transit like ergodic Markov We formulated
these Markov decision processes. Note that this series of flows is a natural extension to the stochastic process of
Wald's decision function. Next, we consider subjective distribution and utility function as fuzzy functions,
subjectivity maps / converts natural state by subjective distribution, utility assumes that natural state is mapped
/ converted by utility function, The subjectivity and the utility also showed that it follows Markov process.
Finally, the subjectivity and utility in fuzzy events were propagated by Markov processes in which each element
of the transition matrix follows the Markov process, and proposed the Markov decision process by the Max
product method
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I. Introduction

In Fuzzy-Bayes decision making rule, we consider two distributions of subjectivity distribution which
expresses human subjectivity and membership function which converts and maps state of nature into fuzzy
event by membership function. The membership function is a kind of filter function that is set by each decision
maker and transforms and maps the natural state into fuzzy events with membership functions. As this filter
function is set by the subjectivity of each decision maker, consequently giving a certain degree of freedom to
fuzzy events. With Zadeh, a fuzzy set was proposed, and Tanaka et al extended it to a decision-making problem.
This extension is called fuzzy Bayes decision making rule, but it was shown by Hori that it is included in the
subjective modification of the Wald function. This indicates that fuzzy - Bayes decision making rule is included
in subjective Bayes theory. However, Hori has mentioned that Type 2 fuzzy is unique in fuzzy-Bayes decision
making law. In addition, Markov decision process in the fuzzy event after the mapped and transformed the state
of nature by the decision-making membership function, subjectivity after mapping the state of nature by
subjective distribution and utility function Markov decision process in utility was derived. In this paper, the
subjective view is a subjective distribution of the state of nature, after conversion and mapping, and utility
regards the state of nature as a utility function after conversion and mapping, and map technique in the
expansion principle of The mapping We formulates the stochastic differential equations based on. Furthermore,
as a mapping of the mapping, fuzzy theory formalizes the stochastic differential equations based on the
subjective distribution and the utility function in the fuzzy event as type 3 fuzzy. Here, it is considered that
solutions of these stochastic differential equations follow Ito's integral. As a future subject, | would like to study
the effectiveness and validity of fuzzy theory by actually guiding the difference in optimal behavior when not
introducing fuzzy logic theory from Ito integral and Max product law. In particular, by this formulation, when
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the membership function is an identity function, the probability differential equations are equal when
introducing fuzzy logic and not introducing it. This proves that fuzzy logic is one type of subjective Bayes
theory when the decision maker is a dangerous neutral person

Il. Fuzzy-Bayes decision rule in type-2 fuzzy events
We assume that the subjective distribution I1(S) and utility function U(S|D) have been identified by the decision
maker by lottery, for state of nature S, where D denotes actions. Using a fuzzy polynomial regression model to
envelop the observed information, we denote the upper,

central, and lower fuzzv events as uFI(S), uF2(S), and uF3(5), respectively. We further assume
that the fuzzy risk for the state of nature is uRI1(5), uR2(S5), or uR3(S) when the decision maker is
respectively risk-tolerant, risk-neutral, or risk-averse.

Applving Zadeh' s extension principle of mapping, we derive three tvpes of subjective

possibility distribution and fuzzy utility functions as
W (TH(S), U g (TT(S)), 1 g TT(S)) (1)

U (UXS/D)), U g (UXS/D)), U (U(S/D)) (2)

The upper, central, and lower levels respectively represent risk-tolerant, risk-neutral, and risk-averse
fuzzy events, and we accordingly propose deriving the fuzzy information quantities with respect to risk, defining
the possibility measures in the integrated type-2 fuzzy events and taking the maximum as the optimal action as
follows.

W, 2Max 1 p (S)loglp,(S)
WR_,%mF_\' Up,(Sloglip.(S)
WRE‘%rngz.\' Hp,(S)loglip.(S) (3)

I D%
Wep"& Up(ITY(S) Up (U'(S/D))
+ W, il (TT(S)* Up(U*(S/D))ds

+Wp, S min( U (IT(S)),Ug (U'(S/D)))
D="ptTp (4)

As an alternative method for deriving the integrated possibility measure for fuzzy events identified as
dome-shaped distribution from the observed information, we perform an a-level cut of the fuzzy events. Since
the upper and lower fuzzy events are respectively risk-tolerant and risk-averse, we can then formulate the
decision rule as shown in Eqg. (5). As a two-objective programming problem, this yields innumerable Pareto
solutions, and we therefore incorporate a fuzzy goal such as Eq. (6), derive the integrated possibility measures,
and take the result with the maximum possibility measure as the optimal action.
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MEX MAX Lo (TT7(S))* L, o(U(S/D))
mga max pyp (I(S)* U g, (U(S/D)) (5)

M Uy o ITH(S))* Uy (UH(S/D))
M Uy (TT(S))* U —o(U(S/D))

{ s !"’Fja:;fn-jlfsj)- U= U(S/D))
M U s o TT(S)) U3 _(U(S/D)) ©

3. Markov process in no-data problem
We take {¥t} as the Markov process and {Fr} as the Markov decision process in fuzzy events.

and show the Markov-like membership function{#tf(¥t)} in the ordinary Markov process
Dy, =L{ty1) (7)

The Markov process Dg; in fuzzy events may be considered a Markov process after mapping
and transformation of the transition matrix (7) of the ordinary Markov process by the
Markowv-like membership function {#tf(¥z)} . By the principle of extension of Zadeh mapping.

we then have

D2 [t gy Dy~ [ Hapye)/Litye)
= e tn ) Mg Yt)= Lt Urp(x1))
where

LiL(tyt)=1I (8)

We now perform an a-level curt of the elements of each fuzzy number in the Markov process in
fuzzy events, writing d-or for performance of the or linking. Accordingly. the c-or union of the
discrete series {xf} may be considered a transition matrix of the Markov process in fuzzy events,

and thus may be defined as

LIJ a-or _  or
a=0 {xt=La(t¥)} = {xt=L(t¥)}

FAN 8o M VD) =L (1 Ut fx1)) (9)

Note that Egs. (8) and (9) are equivalent. which shows not only that fuzzy mathematics can be
applied in the Markowv process but also that fuzzy statistics 1s included in subjective Bavesian
statistics. It shows, moreover, that fuzzy comprises a tvpe of stochastic differential equation.

The initial and convergence conditions are shown here as Theorems 1 and 2. with Pos and Nes

as indicators of possibility and necessity.

Theorem 1 Conditions (1)Fr0=Z710
(2)Pos(Fr=Ztlx0)=Pos(DFx0=DZx0)
{3)Nes(Ft=Zt/x0)=Nes{(DFx0=DZx0)
where DFx0=DZx0

Theorem 2 Conditions (1)Fr0=Z10
(2)Pos(Ft=7t)=Pos(DF0=DZ0)
(3)Nes(Ft=Zt) =Nes(DFO0=DZ0)
where DFO0=DZ0

DOI: 10.9790/1676-1206014960 www.iosrjournals.org 51 | Page



Markov Decision Process in no-data Problem based on Probabilitic Differental Equation in Fuzzy ..

As an example of an application of this Markov process with the transition matrix of this Markov
process as an identity matrix in a case in which the Markov-like membership function is a Gaussian process, the
Markov process in fuzzy events is then a Gaussian process. The proof of this was derived by Uemura by
incorporating the concept of time, based on its linear state and its normal distribution.

4. Markov decision in no-data problem

Into the Markov process in fuzzy events described in we incorporate the utility function { Uz,
(vt)} for transformation in a Markov-like manner. Here, the membership function {FUtg/yt)} of
the fuzzy utility in fuzzy events is represented by Eq. (10) by the mapping extension principle,
and 1n the same manner as discussed in the fuzzy utility {Dfyj;} 1s derived by Eq. (14) with

{At} as the decision process.

FUt g {yt)=[Ultp(yt) / Utg 1)

2 =0 g0
=Utp(Ut4,{x1))
Here,

U Uty Ve)=1 (10)

Dpy;=JFUtafy0) / Dy,
:_f FUtg4{yt) S/ L(t>t)
STy Ut
=L'(1FUtp (zt))
Here,
LL(ty)=I w

As the possibility measure for this decision process we use the max-product operation and

define it by the following equation.

(Definition of possibility measure of decision process)

[ 4,2 max Dg, x Dpy, (12)

5. Markov decision in type-2 fuzzy event
Hori and Matsumoto proved that if the state of nature can be assumed to follow the Markov
process of a transition marrix I(t, X1), then the fuzzy events also follow a Markov process with a

fuzzy transition matrix. The fuzzy Markov processes of the upper, central, and lower levels are
then

Lt g, () Lt LU, (X1)),
Lt (x1) (13)
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With the fuzzy event membership function u4t(¥r) as in Eq. (14) after weighting for fuzzy
information quantity, the Markov process in the type-2 fuzzy events can be expressed as in Eq.

(18).

L7ty WRy~ LUE (1)

+WR. LUE-(X1)
+WR3'J“F3r(fo (14)
Dr=LA(t,0L(x1)) (15)

We next incorporate the decision process At with one decision for each process and denote as
UtAir(Xt) the utility function weighted for fuzzy information quantity. The fuzzy urility function is

then derived as Eq. (16) by the mapping extension principle, and its Markov decision process is

expressed as in Eq. (17).
Frrasxt)= U (UtA 1)) (16)

Drys=L(t.FrrAdxt) (17)

We calculate the possibilitv measure using the max-product operation. and take the result with

the maximum possibility measure as the optimal action.

ITp:= "§* DixDFEUr
D¥ £ ™Ma¥ [Ip, (18)

6. Extension to multidimensional process

In two-dimensional natural states (51, 52) with prior possibility distribution f7 (S1, 52), and
membership function for human subjectivity u#f; (51, 52). by assuming the natural states are
mutually independent. we obtain Eqs. (19) and (20). We note that the membership function maps

and transforms the natural states to fuzzy events Fj.

J4[4!}:'_’,1’._‘:'1,.S‘:) ZIH-F_’,-(S;)A‘HFJ-{S:) (19)
T1(51,5:2)=T1(51) % T1{(S:z) (20)
The fuzzy event possibility measure [I(Fj) can then be derived by the max-product operation.
TT(Fj)—= 1895 Lp(S1.52) x TT(51.52) (21)

We incorporate the two-dimensional utility function Up;(51.52) with actions Di. It has been
shown that. by applying the extension principle of Zadeh’ s mapping. the fuzzy utility function
can be derived by the following equations, and. with the unlity function, Zadeh’ s extension

principle is thus already valid and effective.

U(Fj.Di)= [ILFj(S1.52) /~ Up;(51.5:)
= sishb-Ukis1.s2) MFj(51.52)
= UF;{(U'Di(S1',52)) (22)
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From Eqs. (24) and (25), the fuzzy expected possibility measure [1g (Di) is then
IE(Di)=7 (%5 [1(Fj)x U(F}.Di) (23)

The optimum action is the action vielding the maximum fuzzy expected possibility measure in

Eq.(23).
D Max 7 Di) (24)

Function U is the inverse of the utility function U and function L is the inverse of the L
transition rate matrix, and in cases yielding multiple inverse functions and transition rate
matrices, fuzzy union can be applied following operation on each inverse function by the

extension principle.

In this investigation. we assume that transitions in the two Markov processes represented by Eq.
(25) are mutually independent. The problem under consideration is the high-risk high-return
decision problem and is thus risk-tolerant. and can be expressed as the two-dimensional Markov

process in Eq. (23).
Dy=Li(t,yt),Dzt=L:(t,2t) (25)
D {vt.z1} =Lift,yt) Vv Lo(t.2t) (26)
If we express the membership function series transforming and mapping these two Markov

processes to their respective fuzzy events by Eq. (27), the Markov processes in these fuzzy
events can then be derived by Eqs. (28) and (29).

L0, M) (27)
Li(t,yt)=L(t, 1,z X1:)) (28)
Lo(t,zt)=L*(t, 1 FoX20) (29)

Next, incorporating the two decision processes {Arf, A2r} and taking their utility functions as

U A Xir) and Uspd>dX2t) . respectvely, we find the fuzzy utility funetions by Eqs. (30) and (31)

and obtain the Markov utility functions for fuzzy events by Eqs. (32) and (33).

FunAuly) = g U A (X)) (30)
Fr a2 =W p AU A, (K20)) (31)
Dern, =L (t.Fry,4,(3) (32)
D, =LtFa,(70) (33)
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The two Markov processes are independently ergodic, and, in the case of high-risk high-return
decision problems, the Markov decision processes for two-dimensional fuzzy events can

therefore be obtained by

Dr(uy,U:):—DFun vV DFUA (34)
p= §% D{ytze} *PF(ULU2) (35)
D#y, & M3 1) (36)

7. Another Markov decision in fuzzy events

It has been shown that if the state of nature Dt follows the Markov process of transition matrix
L according to Eq. (37), then the fuzzy events Ft which are its manifestations follow the Markov
process expressed in Eq. (38), where ufF(¥t) is the fuzzy event membership function and L 1s

the inverse matrix of the transition matrix.
D=Lt xt) (37)

F,=L(tllg(X1)) (38)

In the no-data problem, if it is assumed that the subjective distribution IT; and urility function
Ut,D are identified sequentially by decision-maker lottery, then after mapping and
transformation, the subjective possibility distribution and the fuzzy utility function in fuzzy

events can be separatelv derived using the extension principle as

2 SUP Li(1,lg(Xt))
{yt=Hxt)}

=LA(t, U TT(¥1))) (39)

U, p2 SUP L(r,lipX1)
{we=Utyt | D)}

=Lt Up U (Yt D)) (40)

where IT! is the inverse function of the subjective distribution and U™ is the inverse function of
the utility function. Note also that it has been shown using subjective Bayes theory and utility
function theory that the extension principle is effective.

It has been demonstrated that fuzzy inference 1s appropriate for high-risk high-return decision
problems when used in concert with the max-product method. The possibility measure [117;
found by the max-product method 1s shown in Eq. (41). We next propose the Markov decision
process with weighting by the fuzzy events by using this possibility measure and taking the

maximum as the optimum action as in Eq. (42).
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ﬁ'ﬁr‘g max Hr x Ur,D
=Lt max [JH FT (ye))
xUp U (ye|D))}) (41)

D*=mgx [111, x F, (42)

The subjective distribution and the utility function in the no-data problem are determined by
decision-maker lotterv based on certainty equivalence, and can therefore be regarded as
piecewise linear fuzzy functions with fuzzy OR-connectives. Accordingly, subjectivity may be
regarded as mapping and transformation of the state of nature by the subjective distribution and
utility may be regarded as mapping and transformation of the state of nature by the utility
function. Applying the mapping extension principle, the subjectivity and the utility thus both

follow Markov processes, as
Hr=L'-’(f,ﬁ'r(x.i.‘)) (43)
UI’DZL-I“,UI,DIX{H (44)

We next formulate the Markov decision process in fuzzy events. Subjectivity FIT; in fuzzy
events can be regarded as subjectivity mapped and transformed by the membership function of
fuzzy events, which can be derived as in Eq. (45) by the mapping extension principle. and utility

FU; p 1s similarly given by Eq. (46).

FIT2 SUP L(t,UpX1))
{yt=L+t, 0zt

=LYt Lt UpIT31) (45)

FU, Dé SUP L(1, g (X1)
{yt=L1t,U; plxe)i}

=LAt Lt U p A UL D)) (46)

We apply the max-product method and formulate the Markov decision process in fuzzy events as

D*2 Max 0 FIT xFULD (47)

8. Stocastic differential equation in no-data problem

In equation (48), the subjective St is considered to be a map of the natural state St mapped and
transformed by the subjective distribution [1#(S5t). In addition, the subjective distribution is
identified piecewise linearly by lottery. and it 1s a fuzzy OR bond. Therefore, the extension
principle of Zadeh can be applied, and the subjectivity can be formulated by stochastic

differential equations as follows.
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I —sup  b(1.St)+o(2.50)- Wt
— b(#.1TYZt))+o (1T Zt))- Wr (48)

Likewise, since the lower utility function Ut St/D) given the decision D is also identified by
lotterv, it can be regarded as a fuzzy OR combination, fuzzy mathemartics is applied and the

utility U t is It can be formulated by stochastic differential equations.

%E_f =sup b(t.5t)+0(1.5t) Wt

{Zr=Ur{54D)}

=b(t, U} ZtID))+o(t, U} ZtID)) Wt (49)

In the no data problem, both subjectivity and utility are fuzzy OR combinations, so the decision

making rule becomes a high risk high return problem of subjectivity and utility. and it is defined

by the Max produet method by the following equation. Here. it is assumed that equations (51)

and (49) are solved by Ito integral.

max MAx [y4(St)- Ur(StiD) (50)

Equations (48) and (49) above can be considered Tvpe 2 fuzzy. Furthermore. we introduce the
concept of fuzzy events to this decision-making problem. In this case, taking subjectivity and
utility in the fuzzy event after mapping and converting the natural state by the decision-making
membership function ut(St), the subjectivity in the fuzzy event can be expressed as fuzzy The
utility in the event is given by equation (52)

It 1s formulated as stochastic differential equations. Here we note that these are tvpe 3 fuzzy.

FHr(ZIJZlguP _Es:r(gr,Srj+o(r,Sr)-W:

Zr=FITt(

=b(1, LUK TTYZ1)))+o(t LU ITHZt))) - Wi (51)

FU(ZtID)=sup b(t,5t)+of(t,5t) Wt
{Zt=FUr(56) )
=b(t, (U ZtID)))+o(t, (U ZID)))- Wt (52)

Next, solving equations (51) and (52) with Ito integral. it is a high risk high return problem, so
according to the Max product method. these decision rules are defined by the following

equations.
mox 1At FriySt)« FUStID) (53)

Here, when the membership function is an identity function. equations (48), (51), (49) and (52)
have the same value,

The optimal behavior obtained by Eq. (53) is the same. This proves that fuzzy theory is
imcluded in the subjective Bavesian theorv regardless of arbitrary operation when the decision
maker is a dangerous neutral person. In the future, in the case where the membership function is
convex upward (the decision maker is a dangerous person) and the case where the membership
function is convex downward (decision maker is a risk avoider), actually two different

probability derivatives We are going to solve the equation and consider each optimal behavior.
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9. Adaption example 1 - next-stage state discrimination problem
We consider the transition from an independent state having two dimensions through the

two-dimensional elimination (N1), inversion (N2), and restoration (N3) states and assume the
- - = - - . Jﬁ\ -
following transition matrices in which Oand1 are the fuzzy numbers zero and one. respectively.
A Ao A A A
[0,0100,11[1.1]

A
1.0

— Py

L [Lp($1,52)]
0 1 (h=1,23)

From Eqs. (19). (20). and (21) and by referring to. we find the fuzzy possibility measures of

states at the next time step with the following equation, and identifv the next-stage state as the

(54)

state exhibiting the largest fuzzy possibility measure.

(55)

I, 4 ((FNy)= 8% L;(81,52)x U g(S1,52)x T1(51,52)

N*2 MAX [T, 4 ((FNy) (56)

Further, with the two-dimensional states taken as mutually exclusive, Eq. (58) then takes the

form of Eq. (57) and the optimum next-stage state identification takes the form of Eq. (61).

Iy 4 )(F.Np)
- méll-‘f Lh(S;r)x‘.{{F{S:)xH(SJ)—I—?’?é.{;x Lh(S:*)xJI.IF{S:)xH{S;) (57)

N+2 T ((F.N}) (58)

10. Adaption example 2 - integrated possibility measure
Here we assume that the decision maker has subjectively assigned membership functions (ufj

(5), up2(5), and uF3(S)) to fuzzy events (risk-averse F1. risk-neutral F2, and risk-tolerant F3),

relative to the risk or gain. The fuzzy event information quantity may then be defined as

WI{S}% I.u-Fi(SJXEOg l'“F]"(SJ
(i=123) (59)

We can then take Eq. (60) as the integrated possibility measure weighted by the possibility

measure and the fuzzy information quantity in each fuzzy event, and identify the optimum action

as the one with the largest integrated possibility measure.

I1(Dj)=""8* (U (U Dj(S)) xWi( S} ATI(S)
+UUp (U D) x WAS)} xT1(S)ds
M U (U [ (S)x WA(S)}xTT(S)

D*2 Ma¥y(pj) (60)
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11. Conclusion

In this paper, the conventional stochastic differential equations are considered fuzzv by
mntroducing the state of nature, the probability differential equation using the mapping technique
1s Type 2 fuzzy, and furthermore, the stochastic differential based on the fuzzy event using the
mapping technique We considered that the equation 1s type 3 fuzzy. As a future task. we aim to
build a Markov decision process in fuzzy events in the no data problem by actually solving
equations (48), (49). (51) and (52) with Ito . Finally. we hope that our efforts can contribute to
future artificial intelligence research by elarifving the relationship between tvpe 2 fuzzy and type

3 fuzzy and stochastic differential equations.

References

[1] H.Tanaka, T.Okuda and K. Asai, Fuzzv Information and Decision in Statistical Model,
Advances in Fuzzy Sets Theory and Application, pp. 303-320, North-Holland, 1979

[2] A.Wald, Statistical Decision Functions, Chelsea Publishing Company, 1950

[3] Yoshiki Uemura, A Decision Rule on Fuzzy Events, Japanese J. of Fuzzy Sets and Theory,
Vol. 3, pp. 121-130, 1991 (in Japanese)

[4] Yoshiki Uemura and Masatoshi Sakawa, A Simple Decision Rule on Fuzzy Events,
Japanese J. of Fuzzy Sets and Theory, Vol. 5. pp. 528-336. 1993 (in Japanese)

[5] Houju Hori Jr. and Yukio Matsumoto, Fuzzy Bayes Decision Rule, Academic Web Journal
of Business Management, Vol.1, pp. 1-6, 2016

[6] Houju Hori Jr. and Yukio Matsumoto, Application of Wald Function into OR and AND
Fuzzy Operations, Journal of Advance in Management Science & Information Systems,
Vol. 2. pp. 107-110, 2017

[71 Houju Hori Jr. and Yukio Matsumoto, Markov Decision Process in Fuzzy Events, Academic
Journal of Business Management, Vol. 1, pp. 7-10, 2016

[8] Houju Hori Jr. and Yukio Matsumoto, Extension of Wald Decision Function to Stochastic
Process Academic Journal of Business Management, Vol. 1. pp. 11-14, 2016

[9] Houju Hori Jr. and Yukio Matsumoto, Application of fuzzy-Baves decision rule to the

optical illusion state discrimination problem, International Journal of Business and

Marketing Management, Vol. 4, pp. 1-4, 2017

[10] Houju Hori Jr. Kazuhisa Takemura and Yukio Matsumoto, Decision Method in Type-2
Fuzzy Events under Fuzzy Observed Information, International Journal of Business and
Marketing Management, Vol .5, pp. 1-4, 2017

[11] Houju Hori Jr. Kazuhisa Takemura. Yukio Matsumoto, Markov Decision Process in Fuzzy
Events based on the Mapping Extension Principle, International Journal of Business and
Marketing Management Vol. 4, pp. 8-16, 2017

[12] Houju Hori Jr., Kazuhisa Takemura, Yukio Matsumoto, Formulation of Probabilitic
Differetal Equations using Image Technology in no-data Problem, International Journal of

Economics, Business and Management Resaerch. Vol. 1 No. 4, pp. 12-17, 2017

DOI: 10.9790/1676-1206014960 www.iosrjournals.org 59 | Page



Markov Decision Process in no-data Problem based on Probabilitic Differental Equation in Fuzzy ..

Acknowledgment
This study is an extension of a study performed by Hori as a visiting research fellow at the
Institute of Staristical Mathematies in FY2014. We are especially grateful to Professor Hiroe
Tsubaki, who was the supervising faculty member (now Professor Emeritus, Institute of

Statistical Mathematies)

1
. Hori Houju Jr Markov Decision Process in no-data Problem based on Probabilitic Differental |
. Equation in Fuzzy Events.” IOSR Journal of Electrical and Electronics Engineering (IOSR- |
. JEEE), vol. 12, no. 6, 2017, pp. 49-60. |

b o o o o e e e = = = = = e = = = = = - -

DOI: 10.9790/1676-1206014960 www.iosrjournals.org 60 | Page



